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Well-posed problem

1. asolution exists.
2. the solution is unique.

3. the solution's behaviour changes continuously with the initial conditions.




I1l-posed problem

Jaeyoung talked about CV's ill-posed problem in the paper of CVPR:
In most cases, there are several possible output images corresponding to a given
input image and the problem can be seen as a task of selecting the most proper

one from all the possible outputs.




Classical 1ll-posed problem on Image processing
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Abstract

It accomplishes this in an entirely self-supervised fashion.

It is not confined to a specific degradation operator used during training.

This is formalized through the “down- scaling loss,” which guides exploration through the
latent space of a generative model. PULSE thereby generates super-resolved images that both

are realistic and downscale correctly.




Traditional super-resolution

Traditional supervised super-resolution algorithms train a model (usually CNN) to
minimize the pixel-wise mean-squared error (MSE) be- tween the generated super-
resolved (SR) images and the corresponding ground-truth HR images [15] [8].
However, this approach has been noted to neglect perceptually rele- vant details

critical to photorealism in HR images, such as texture.




M : Natural Image Manifold
I M N 'R : Downscales Correctly

FSRNet | /

FSRNet tends towards an average
of the images that downscale
properly. The discriminator loss in
FSRGAN pulls it in the direction of
the natural image manifold,
whereas PULSE always moves

along this manifold.




To avoid these issues, we propose a new
paradigm for super-resolution. The goal should
be to generate realistic images within the set of

feasible solutions; that is, to find points which

g

downscale

actually lie on the natural image manifold

and also downscale correctly.
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Contributions

I. A new paradigm for image super-resolution
2. A novel method for solving the super-resolution task

3. An original method for latent space search under high-dimensional Gaussian priors




Generative Adversarial Network
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GAN Basic Flow Chart
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Current trends

Currently, there exist two general trends: one, towards networks that primarily better
optimize pixel-wise average distance between SR and HR, and two, networks that

focus on perceptual quality.
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In a traditional approach to super-resolution, one considers that the low-resolution image could represent the
same information as a theoretical high-resolution image. In practice, even when trained correctly, these
algorithms fail to enhance detail in high variance areas. Let M be the natural image manifold in RM*N_and let
P be a probability distribution over M, and et R be the set of images that downscale correctly. Then in the limit
as the size of our dataset tends to infinity, our expected loss(1) when the algorithm outputs a fixed image Iqg is
minimized when Ig is an 1, average of Iyg over M N R. In fact, when p = 2, this is minimized, so the optimal

Isr(2) 1s a weighted pixelwise average of the set of high resolution images that downscale properly.




Generative networks

Our algorithm does not simply use GAN-style training; rather, it uses a truly unsupervised GAN. It
searches the latent space of this generative model for latents that map to images that downscale
correctly. The quality of cutting-edge generative models is therefore of interest to us.

As GANs have produced the highest-quality high-resolution images of deep generative models to
date, we chose to focus on these for our implementation.Here we provide a brief review of relevant
GAN methods with high- resolution outputs. StyleGAN provides a very rich latent space for

expressing different features, especially in relation to faces.




New framework

We therefore propose a new framework for single image super resolution. For a given I; ; image,
I; g € R™mand € >0, our goal is to find an image Iqz € M. In particular, we can let R, € RN*M
be the set of images that downscale properly. Then we are seeking an image Igg € M N R,. The
set M N R, is the set of feasible solutions, because a solution is not feasible if it did not
downscale properly and look realistic.

It is also interesting to note that the intersections M N R, and in particular M N R, are

guaranteed to be nonempty, because they must contain the original HR image.
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PULSE flow chart
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Result
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Result
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Gaussian Noise Gaussian Noise Motion Blur Salt and Pepper
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Resource

€ PULSE: Self-Supervised Photo Upsampling via Latent Space Exploration of Generative Models Paper

€ PULSE: Self-Supervised Photo Upsampling via Latent Space Exploration of Generative Models Code

€ Face Depixelizer Colab
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Thanks

Do you have any questions?
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